
Flight Controller Optimization of Unmanned Aerial Vehicles using a Particle
Swarm Algorithm

Nicolas Gomez1, Victor Gomez1, Enrique Paiva1, Jorge Rodas1 and Raul Gregor1

Abstract— In this paper, a simultaneous calibration algorithm
of the parameters of the attitude and altitude control for an
unmanned aerial vehicle (UAV) is proposed. The algorithm
is based on the multi-objective particle swarm optimization
(MOPSO) technique. This algorithm is implemented by using
the free PX4 software for the Pixhawk2 controller. The behavior
of the UAV is simulated given its physical characteristics by
means of a non-linear model and a search of the controller
parameters. This latter is based on a proportional (P) position
controller in cascade with a proportional-integral-derivative
(PID) speed controller of its height and each one of its Euler
angles. To perform this search, the PID gains Kp1, Kp2, Ki and
Kd of each of the degrees of freedom are used to define vectors
considered particle positions by the MOPSO algorithm, which
moves them through a search space to find sets of optimum
values according to Pareto, or the Pareto Front. The search is
carried out based exclusively on Pareto dominance concepts,
comparing parameters of step responses (overshoot, rise time,
root-mean-square error) of each of the degrees of freedom. In
order to show the efficiency of the proposal, simulation results
are provided by using the calibration methodology obtaining
good results.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) usually have on-board
computers that are used to stabilize and guide their flight.
This latter is controlled by radio frequency by using a
manual controller, a pre-defined trajectory or an algorithm to
accomplish specific tasks. The range of possible applications
presented by the UAVs is broad, for the ease they offer when
it comes to reaching places of difficult or dangerous access
for human beings, due to the height or hostile conditions of
the environment [1]. Moreover, UAVs have attracted as well
the control and automation community, which has to lead to
new controller development [2]– [5].

Today, there are a huge number of companies that
develop UAVs. This is one of the main reason why its
cost decrease progressively. In addition, there are several
communities dedicated to the collaborative development of
free software and hardware for personal, commercial, and
research applications of the UAVs. One of the control
devices that arise from these communities is the well-known
Pixhawk2, which uses the free PX4 autopilot software. This
device is a low-cost controller that has great support from
the open-source community and it is applicable to different
types of UAVs. One issue that has to be taken into account
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to use the PX4-based controller is that it must be calibrated
first. The PX4 has a proportional-integral-derivative (PID)
controller for its attitude and altitude control that comes
as default in its firmware. This controller is commonly
calibrated with an automatic calibration algorithm (autotune)
for proper operation, with the necessity of a fine-tuning
performed empirically [6]– [8].

Automatic calibration requires a flight test, with a prepared
custom field needed for this end. Such calibration is
normally performed outside, resulting in the risk of the UAV
destabilizing in flight and ending up crashing due to wind or
other perturbations. In addition to all this, since a subsequent
manual calibration is necessary, the entire task can take a
long time, arising the possibility of depleting the UAV battery
charge only in its calibration.

In order to offer an alternative to the above-mentioned
issue, this paper proposes and implements a PID calibration
algorithm based on the multiple objective particle swarm
optimization (MOPSO) for Px4-based UAVs. A similar study
has been proposed in [9] to obtain the parameters of the
attitude controller of a UAV using a linearized simulation of
the UAV plant. The optimization was carried out by reducing
a single objective function composed of a weighted sum
of the objective values in each axis of the UAV’s attitude.
The objectives considered in each axis were the overshoot,
the steady-state error, and the difference of settlement time
with rising time. However, in this work, a nonlinear model
will be used for plant simulation. In addition, the proposed
optimization method will not consider a weighted sum of
the objective values, since this has as a disadvantage the
prioritization of some of the objective values only, making
it difficult to obtain the best values for all of the considered
objectives.

This paper takes as a starting point [10], [11] to
theoretically perform the tuning PID procedure for a
quadrotor UAV. Obtained simulation results are based on a
commercial FlameWheel F450 brand quadcopter.

II. MATHEMATICAL MODEL

A. Descriptive equations of the model

The system of interest in this paper is the quadrotor.
The model that describes the system is characterized for
being nonlinear. The system has, in total, 12 states that
are described next. Three position states (“north” pn, “east”
pe, “down” pd), aligned with inertial frame of reference.
In addition, three linear velocity states (u, v, w) and three
angular velocity states (p, q, r) aligned with the body frame.
At last, three angular position states (“roll” φ, “pitch” θ,



“yaw” ψ), aligned with the vehicle reference frame. The
equations that represent a generic UAV [12] can be described
as follows:
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where cx = cos(x) and sx = sin(x). m, g and I denote
the total mass of the UAV, the acceleration of gravity and
the inertia matrix, respectively. τ = [ τφ, τθ, τψ ]T denotes
the total external moments applied and is obtained from
(7). By using the UAV’s geometry represented in Fig. 1,
the total thrust f can be computed as f1 + f2 + f3 + f4.
The torque values τ1 and τ2 are computed according to
the axes’ directions in Fig. 2. This corresponds to (5)-(7),
where d denotes the UAV diameter and mi denotes the
torque generated by each propeller. Aerodynamic forces are
considered perturbations of the system, since they have small
influence compared to the ones produced by the motors and
the mass of the UAV.

Fig. 1. Position of each rotor of the quadrotor.

Fig. 2. Quadrotor orientation.
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B. Determination of UAV body parameters

UAV’s mass was found by using a scale and is m =
1.3240 kg. The diameter d of the UAV is 46.7 cm . Since the
UAV is highly symmetrical, it is assumed that the moment
of inertia tensor I is diagonal. The moment of inertia of a
UAV from its center of gravity with respect to its axes of
rotation can be measured with the bifilar pendulum method,
described in [13]. To identify the main diagonal of the UAV
inertia tensor, at least three tests must be done along the
axes of Ix (roll), Iy (pitch) and Iz (yaw). The results so
obtained were Ix = 0.0124 kg m2, Iy = 0.0130 kg m2 and
Iz = 0.0237 kg m2.

C. Determination of UAV propulsive parameters

Due to the low speed of the incident wind in each
motor in a multicopter, and the high speed of response of
the motors, it was decided to perform a relatively simple
function to determine the thrust and torque produced by
each motor based on the value of the duty cycle Xi of
the pulse-width-modulated signals of each motor. These
functions, shown in (8) and (9), have a polynomial form.
Where fi and mi are the nth grade polynomial functions of
the thrust in N and torque in N m respectively with respect
to the Xi ∈ [1000, 2000]. In this work, n = 5 is considered.
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k
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These functions are obtained through a series of tests
of each motor in which several points are obtained, after
which a polynomial approximation is made to obtain the
coefficients P kt and P km.

Four thrust and torque tests have been carried out on each
of all four motor-propeller pairs of the UAV. In each test, 20
operating points were extracted. After that, an average of the
values obtained at each working point of the tests carried out
in each motor-propeller pair have been made. After obtaining
these averages, a polynomial regression was made with the
order n specified above, obtaining the coefficients of the
polynomials that define the functions fi and mi respectively.



The polynomials obtained for the thrust and torque with this
method are:

Pt = [−2.315−14, 1.680−10,−4.860−7, 0.001,−0.505, 143],

Pm = [−3.32−16, 2.41−12,−7.01−9, 1.02−5,−0.007, 2.07].

D. Studied controller

Fig. 3 shows the PX4 attitude control structure [6]. It
consists of a control block of the Euler angles of P-type
in closed-loop, in cascade with an angular velocity control
of the PID-type in closed-loop.

The altitude control is analogous to the attitude one,
although a constant “hovering thrust control” value is added
to the output of this controller. That thrust control value
is such that the UAV could fly without acceleration on the
altitude axis when this controller has a zero output. For this
work, the hovering thrust control value is held with its default
value. All controllers operate at the same time in parallel. The
input reference are the desired Euler’s angles in degrees and
the altitude in meters, as well as the rate of change of every
one of them in degrees per second and meters per second,
respectively. The control efforts are the moments in each
direction that, after being projected to the body frame, are
used to find the thrust of each motor-propeller pair. The gain
values Kp1, Kp2, Ki and Kd are the control parameters to be
optimized for each controller in this paper by using MOPSO
algorithm. As there are 4 degrees of freedom (roll, pitch,
yaw, and vertical thrust), there are a total of 16 parameters.

E. Quadrotor UAV modelling test

For comparison of the modeled and real-life UAV
behaviors, a series of flights of the UAV where made
to manually find proper roll axis P-PID controller values.
Because all of the attitude and altitude controllers were not
calibrated, the UAV could crash just before takeoff. For this
reason, the UAV was held by a pair of wires that prevented
the device to make pitch axis, yaw axis, lateral and up-down
movements. The determined parameters for the roll controller
were Kp1φ = 9.5611, Kp2φ = 0.3727, Kiφ = 0.1812 and
Kdφ = 0.0064.

After determining good parameters for the roll axis
controller and the obtained inertia and propeller-motor
parameters, a simulation for the roll axis behavior was made
in the Simulink © platform from MATLAB ©. As is shown in
Fig. 4, both of the simulation and real UAV roll axis behavior
are very similar in the rise time.

Fig. 3. Structure of the PX4 attitude controller [6].
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Fig. 4. UAV movement in the roll axis comparison.

III. CONTROL PARAMETERS OPTIMIZATION

A. Pareto dominance

In a multi-objective optimization problem D objectives
yi = fi(x), where i = 1,· · · ,D; have to be optimized, and
each objective depends of a vector x of K parameters
of decision variables. A decision vector u is said
to strictly dominate another vector v if fi(u) <fi(v)
∀i = 1,2,3,· · · ,D; furthermore u weakly dominates v if
fi(u) ≤ fi(v) ∀i = 1,· · · ,D.

The locus of the non-dominated vectors relative to a
specific problem is known as the Pareto Front of said
problem, these vectors are known as Pareto Optimals.

B. PSO description

The PSO algorithm is a stochastic metaheuristic method
proposed in [14]. It was inspired in the social behavior of
animals, where has been noticed an influence of the behavior
of a swarm on the individuals of such. These interactions
offer a benefit to the search capability of every member of
the swarm and give, in general, good control of the trade-off
between convergence speed and exploration capability. In the
PSO algorithm, each particle xn in the swarm of N particles
has a velocity of vn, which determines its location in the
next iteration according to:

x(t+1)
n = x(t)n + χv(t)n + ε(t) (10)

where χ ∈ [0,1] is a constraint value that limits the
magnitude of the velocity of every particle and ε is a
stochastic vector in charge of increasing the exploitability
of the swarm, and it is known as the turbulence factor. The
velocity vn of each particle is modified so that these fly
towards their personal best Pn, in order to exploit the best
results obtained by the particle until that moment, and the
global best G, the best particle found by the whole swarm,
to obtain an exchange of information between the particles.
The concept of optimization (best) is established by a fitness
function f(xn). All of this is accomplished by updating the
velocity vector in the following way:

v(t+1)
n = wv(t)n + r1c1(Pn − x(t)n ) + r2c2(G− x(t)n ) (11)

where r1 and r2 are random uniformly distributed numbers
in the range of [0 1], c1 and c2 are control values



for establishing the influence of the global and personal
bests. Finally, w is a faction known as inertia, which
controls the trade-off relationship between convergence and
exploitability.

C. MOPSO description

The main difficulty in extending the PSO to multiple
objective problems is the choice of the best guides for
the swarm. One approach is to establish a single cost
function equal to a weighted sum of the different objectives
to be achieved [9]. In these cases, there is very little
control over the trade-off relationship between the different
objectives and there are great possibilities of falling to
local minimums. Therefore, as with other multi-purpose
algorithms, the concept of Pareto Optimals is used as the
fitness function for the algorithm, so that the user can choose
a desirable solution from the Pareto Front thus ensuring that
it is optimal. This has shown good results in previous works
[10], [15], [16]. As a consequence, that method was chosen
for the present work. A repository A of non-dominated
particles constitutes the Pareto front, and this repository is
consulted for the selection of global guides for each particle,
using the “SHR” and “PROB” methods described in [10] for
keeping the particles in the search space and for selecting the
best global guides respectively. In SHR, assuming that the
k-th component of a particle xn exceeds its corresponding
boundary U , the magnitude of vn is shrunk according to:

x(t+1)
n = x(t)n + σ(χv(t)n + ε(t)) (12)

with

σ =
x(t)
nk − U

χv(t)nk + εk
(13)

so that the particle arrives exactly at the limit of the search
space. In PROB, for each particle xn a global guide is chosen
among the particles of A that dominate xn. Then, the guide
is chosen randomly with a probability function proportional
to the inverse of the number of particles of the swarm that
are dominated currently by those particles. In case that xn
belongs to A, a particle of A is chosen randomly with the
same probability function as before.

D. Optimization procedure

To evaluate the tuning performance of the proposed
algorithm, the UAV and its controller were simulated by
using its model and the controller shown in Fig. 3. In order
to run the MOPSO algorithm, the script needs the following
three inputs: (1) the mass m of the UAV, (2) the moment of
inertia I of the UAV, and (3) the torque and thrust responses
of the propellers. Furthermore, the number of particles N ,
the number of generations G, the control factors c1, c2 and
w, the velocity constraint value χ and the boundaries of the
search space U have to be defined as well.

The UAV starts from standstill in every degree of freedom.
Then, the MOPSO algorithm analyzes the step response of
the UAV. The proposed PID tuning procedure is run once for
all four axes to obtain its corresponding tuned parameters.

The parameter search program can be summarized by the
pseudocode shown in Algorithm 1, where X is the set
of all the particles whose number is defined beforehand,
and V are the correspondent velocities of these particles.
After the parameter search is ended, the program will
display the choiced parameters according to the pre-defined
criteria. The values so obtained are then manually loaded
to the UAV through programs such Mission Planner© or
QGroundControl© open-source software suites.

Algorithm 1 Proposed MOPSO algorithm.
G,N, c1, c2, w, χ← define {Assign values to the control
factors.}
X,V,Pbn,Gb ← initialize() {Randomly initialize
particles and their velocities}
A← ∅ {Initially empty archive}
while t ≤ G do

while n ≤ N do
ε← random {Update turbulence factor}
Update v(t)n with (11) and x(t)

n with (10).

if x(t)n exceeds a boundary then
Enforce constraints with (12) and (13)

end if
[Kp1φ,Kp2φ,Kiφ,Kdφ,Kp1θ,Kp2θ,Kiθ,Kdθ, ...
Kp1ψ,Kp2ψ,Kiψ,Kdψ,Kp1pd,Kp2pd,Kipd, ...

Kdpd] ← x(t)n {Use the position of the particle as the
parameters for a new PID controller.}
Simulate UAV with its new controller’s gains.

x(t)n ← [Oφ, RMSEφ, RTφ, Oθ, RMSEθ, RTθ, ...
Oψ, RMSEψ, RTψ, Opd, RMSEpd, RTpd]
{Overshoot (O), root-mean-square error (RMSE)
and rise-time (RT) are used as objectives, these are
obtained from the UAV simulation}
if u 6� x(t)n ∀u ∈ A then

A ← u ∈ A | x(t)n 6≺ u {Remove particles

dominated by x(t)n from A}
A← A ∪ x(t)

n {Add x(t)n to A}
end if
if x(t)n � Pbn ∨ (x(t)

n 6≺ Pbn ∧ Pbn 6≺ x(t)n ) then
Pbn ← x(t)

n {Update personal guide}
end if
Gb← Aj {Update global guide for the next particle.
Here, j is an index from A chosen randomly using
PROB (see Subsection III-C).}
n := n+ 1

end while
t := t+ 1

end while
Select one of the particles from A as the final tuning.



IV. OBTAINED RESULTS

The platform Matlab-Simulink was used to simulate the
UAV-PX4 system and implement the MOPSO algorithm,
using as particles the gains 0 ≤ Kp1φ ≤ 12, 0 ≤ Kp2φ

≤ 0.5, 0 ≤ Kiφ ≤ 0.2, 0 ≤ Kdφ ≤ 0.01, 0 ≤ Kp1θ ≤ 12, 0
≤ Kp2θ ≤ 0.6, 0 ≤ Kiθ ≤ 0.2, 0 ≤ Kdθ ≤ 0.01, 0 ≤ Kp1ψ

≤ 5, 0 ≤ Kp2ψ ≤ 0.6, 0 ≤ Kiψ ≤ 0.2, 0 ≤ Kdψ ≤ 0.1,
0 ≤ Kp1pd ≤ 1.5, 0.1 ≤ Kp2pd ≤ 0.4, 0.01 ≤ Kipd ≤ 0.1
and 0 ≤ Kdpd ≤ 0.1 of the attitude and altitude controllers,
thus having a 16-dimensional search space for the particle
swarm. The values of the boundaries are found in [17]. As
an objective vector, the overshoot (OS), rise time (RT) and
root-mean-square error (RMSE) were used for each degree
of freedom, with a total of 12 dimensions for the solution
space, where the Pareto front can be visualized.

The number of particles used in the present work was
24, with 90 generations (iterations). Furthermore, w = 0.5,
c1=1, c2=0.9 and χ=1 were used as search parameters. All
the mentioned PSO parameters were empirically chosen. To
avoid local minimums, in order to give place to occasional
big leaps for the particles, a perturbation using a Laplacian
distribution:

p(εk) ∝ e(−|εk|)/β,

with β = 0.1 has been used to define the components of
the turbulence factor [10]. For this work, 4 calibration tests
were made to test the repeatability and reliability of the
prposed algorithm. Figs. 5-7 show the obtained Pareto front
for the 4 axes. Note that the figures are related to OS, RT
and RMSE. The size of the particle represents the value of
control performance on the altitude axis.

For each pareto front, the particle with the smallest
value of the norm of the vector [RMSEφ, RMSEθ,
RMSEψ , RMSEpd] was selected. The behavior of the flight
controller was simulated for each particle seletected from the
callibration tests and its results are shown in Figs. 8-11 and
Table I. The four particles show a very good behavior in
all axes. The average computation time was 45 min. using
a computer with a Intel® CoreTM i7-4720HQ processor and
16 GB of DDR3-1600 RAM.

Fig. 5. Pareto front of the rise time of the 4 axis controllers.

Fig. 6. Pareto front of the overshoot of the 4 axis controllers.

Fig. 7. Pareto front of the root-mean-square error of the 4 axis controllers.

0 0.5 1 1.5 2 2.5 3 3.5 4
0

5

10

15

20

Setpoint
MOPSO callibration No. 1
MOPSO callibration No. 2
MOPSO callibration No. 3
MOPSO callibration No. 4

Fig. 8. Roll axis step response for the 4 MOPSO callibration tests.
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Fig. 9. Pitch axis step response for the 4 MOPSO callibration tests.



0 0.5 1 1.5 2 2.5 3 3.5 4
0

5

10

15

20

Setpoint
MOPSO callibration No. 1
MOPSO callibration No. 2
MOPSO callibration No. 3
MOPSO callibration No. 4

Fig. 10. Yaw axis step response for the 4 MOPSO callibration tests.
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Fig. 11. Altitude axis step response for the 4 MOPSO callibration tests.

TABLE I
OBTAINED CONTROL PERFORMANCE BASED ON SIMULATION RESULTS

Performance value Test 1 Test 2 Test 3 Test 4
OSφ 0.87 % 3.35 % 0.01 % 1.60 %
RTφ 0.37 s 0.33 s 0.40 s 0.47 s
RMSEφ 2.40 deg 2.32 deg 2.38 deg 2.65 deg
OSθ 0.88 % 0.36 % 7.45 % 1.18 %
RTθ 0.32 s 0.33 s 0.20 s 0.45 s
RMSEθ 2.33 deg 2.42 deg 2.22 deg 2.65 deg
OSψ 14.85 % 14.45 % 0.04 % 15.78 %
RTψ 0.41 s 0.42 s 0.83 s 0.45 s
RMSEψ 3.34 deg 3.48 deg 3.83 deg 3.57 deg
OSpd 0.01 % 0.01 % 0.01 % 0.01 %
RTpd 1.50 s 1.39 s 1.90 s 1.52 s
RMSEpd 0.68 m 0.66 m 0.73 m 0.70 m

V. CONCLUSIONS

In this paper, an offline tuning procedure for a commercial
Px4-based UAV based on particle swarm optimization
has been introduced. Since Px4-based UAV needs to
be calibrated before it can be used, a technique based
on MOPSO has been proposed. The simulation results
show good performance considering the optimization of
the overshoot, rise time and root-mean-square error of
step response of the P-PID controllers. Note that the
proposed method can be easily extended to other multirotor

configurations (i.e. hexacopter, octocopter, etc). A possible
direction for future work could be the online experimental
implementation of the MOPSO.
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