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What is Feature Selection?
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MAP-Elites

5

⮚Create a search space of user-defined features by 

discretizing it into a grid. 

⮚ The cells are progressively filled with solutions x according 

to their position in the search space.

⮚Replacing any solution in the cell only if the new solution is 

better according to some user-defined quality measure f(x).
Grid of cells of 2-

dimensions

height

weight



MAP-Elites Algorithm
1) Create an empty N-dimensional map of cells 

2) for I iterations

a) if (i < G) 

i) generate a x' = randomSolution()

b) else randomly select a solution x from the map

i) create a modified copy of x, x' (via mutation/crossover)

ii) mapping the solution x' into a cell

c) compute performance of f(x') 

i) if f(x') is better than cell.f(x) 

(1) set cell  to x'

(2) set cell.f(x) to  f(x')
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Challenges to Apply MAP-Elites to FS 
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⮚ How could we represent the binary variables of feature 

selection problems?

⮚How could we divide the MAP-Elites search space for the 

binary variables?

⮚What evaluation function can we use to qualify the 

solutions?



MAP-Elites Combinatorial for FS 
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⮚ Represent the set of solution as a vector with the indexes 
of the selected features.

⮚Define the number of cells as an input parameter (NC). 
Later, NC is used to calculate the number of fixed features 
per cell (NFF), which are used as cell identifiers.

⮚ By last, we use the accuracy of the classifier as a function 
to measure the quality of the subset solution.



Combinatorial MAP-Elites Algorithm
1) NFF = log2(NC)

2) createMap(NC,  NFF)

3) for I (with iterator i) 

a) if (i < G) 

i) generate a x' = randomSolution()

b) else randomly select a solution x from the map

i) create a modified copy of x, x' (via mutation/crossover)

ii) mapping the solution x' into a cell in the feature space

c) compute accuracy of classifier f(x') 

i) if f(x') is better than cell.f(x) 

(1) set cell  to x'

(2) set cell.f(x) to  f(x')
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Map-Elites Result Experiment
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What is Next?

➢Compared MAP-Elites with another feature selections 

algorithms of the state of the art.

➢Using another accuracy classifier as a function to qualify the 

solutions besides Bayes classifier.

➢Using differents high-dimensional dataset  with more than 

2000 features.
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Thank you!
Any questions?
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